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ABSTRACT— A web application that pulls songs from YouTube and categorizes them into 

musical genres is presented in this project.  The tool described in this study is based on models 

that were trained using Audioset's musical collection data.  For this goal, we have used classifiers 

from diverse Machine Learning paradigms: Probabilistic Graphical Models (Naive Bayes), Feed-

forward and Recurrent Neural Networks and Support Vector Machines (SVMs).  These models 

were all trained in a situation involving multi-label categorization.  We execute classification in 

10-second chunks because genres can change throughout the course of a song.  Audioset makes 

this possible by providing 10-second samples. In real time, the visualization output displays this 

temporal data in sync with the playing music video. The classification results are displayed as 

stacked area charts, which display scores for the top ten labels acquired for each chunk.  We 

provide a thorough explanation of the problem's theoretical and scientific foundation as well as 

the suggested classifiers.  In order to explain model performance and music genre classification 

issues, we first demonstrate the application's functionality in practice using three different songs 

as study cases. These are then examined and contrasted with internet categorizations. 

Index Terms— Feature extraction, Music, Support vector machines, Classification algorithms

I. INTRODUCTION 

Research in Music Information Retrieval 

(MIR) comprises a broad range of topics 

including genre classification, 

recommendation, discovery and 

visualization. In short, this research line 
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refers to knowledge discovery from music 

and involves its processing, study and 

analysis. When combined with Machine 

Learning techniques, we typically try to learn 

models able to emulate human abilities or 

tasks, which, if automated, can be helpful for 

the user. Computational algorithms and 

models have even been applied for music 

generation and composition Music genre 

classification (MGC) is a discipline of the 

music annotation domain that has recently 

received attention from the MIR research 

community, especially since the seminal 

study of Tzanetakis and Cook. Classifying a 

musical composition into one or more 

musical genres is the primary goal of MGC.  

 Even though it seems straightforward, the 

area nonetheless faces difficulties because of 

a lack of standards and imprecise definitions 

of genres.  There is typically disagreement 

between public databases and tologies 

regarding the definition of each genre. 

  This agreement is further complicated by 

the fact that human perception of music is 

influenced by individual experiences and 

opinions.  For instance, we would most likely 

classify a song as jazz music if it features 

improvisation, swing rhythms, piano, and 

trumpets. However, should a song also be 

categorized as electronic music if 

synthesizers are used in it?  The answer is 

most likely yes if we solely take into account 

auditory properties.  However, the piece 

might be interpreted differently by each 

listener.  The song may be classified as jazz 

by some, electronic music by others, or 

perhaps a mix of the two. 

 We have trained a number of categorization 

models and integrated them into a web 

application that enables the user to see how 

each model ~`senses'' music in terms of 

music genre, at specific points in a song, in 

an attempt to develop a tool that provides 

more insights about how each genre is 

perceived. 

 Note that each model's specific testing 

details are available elsewhere and outside 

the purview of this page.  Common machine 

learning methods, such as Support Vector 

Machines (SVM), Naive Bayes classifiers, 

Feed Forward Deep Neural Networks, and 

Recurrent Neural Networks, were used to 

construct these models.  Deep learning 

techniques in artificial perception (artificial 

vision, speech recognition, natural language 

processing, etc.) have produced amazing 

results that are almost human-like in 

accuracy, while Bayesian and SVM methods 

have historically produced good results as 

general-purpose machine learning models.  



 

2241                                                          JNAO Vol. 16, Issue. 1:  2025 

 

We also want to assess deep learning's 

performance in music genre classification by 

contrasting it with more conventional 

machine learning methods. 

 

 

 

II. LITERATURE SURVEY 

A) music information retrieval 

The Survey of Music Information Retrieval 

Systems, which was presented at the Sixth 

International Conference on Music 

Information Retrieval in 2005, discusses the 

state of AR systems. 27  A difference 

between content-based search systems for 

generic "audio data" and search systems for 

"music based on the notes" is made in order 

to provide an overview of "Music 

Information Retrieval (MIR)."  These are 

accompanied by "hybrid" systems, which 

were initially used to transform any kind of 

audio data into a symbolic representation of 

the notes. Different viewpoints exist about 

content-based search in relation to music 

databases.  Users can look for pieces by 

humming or strumming from memory with 

search-by-humming.  Depending on the kind 

of resemblance needed, musicologists can 

find compositions inspired by a melody 

using the conventional search-by-example 

method.  Last but not least are searches 

focused on comparing entire soundtracks or 

specific tracks, which are helpful in 

"investigations" for copyright purposes into 

instances of quotation or plagiarism.  

Identifying songs broadcast by broadcasters, 

also through a "common receiver" linked to a 

treatment system, searching for "suspicious" 

sounds captured by surveillance systems, and 

sound analysis of video and any other 

application in television, radio, or other 

media industry archives are just a few of the 

many real-world uses for augmented reality 

techniques. Despite the novelty of its 

application, AR is making tasks faster and 

more efficient, and its applications are now 

present in a lot of commercial equipment. 

The survey moves on to describe the two 

techniques, AR or MIR, relative to ‘musical 

data’ structured on notes and ‘audio data’ in 

general. For musical data it is still necessary 

to distinguish between ‘monophonic and 

polyphonic melodies’. The most important 

issues in both cases are measuring 

differences between the compared data of the 

notes, which the system must be able to carry 

out automatically, and the construction of the 

data index, automatically or semi-

automatically. The degree of matching is 

closely related to the "distance measure" and 
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"indexing" processes, which are set each 

time for the retrieval of the document. The 

more general and broad the process, the 

easier it is for the system to estimate the 

similarity between the parameters of the 

notes being compared, or between a 

parameter and indexing terms used.  Even 

"segmenting" sound records into sections 

that reflect their structure is necessary to 

identify other elements in audio data that is 

not reliant on note systems.  

 These automatically observable 

characteristics tempo, frequency, loudness, 

timbre, tone, etc. are typical to each sound 

item. 

 Finding a method that can combine the 

findings of a study of a track to provide a 

model of its audio characteristics that is both 

adequate and dependable is the challenge.  

This can be achieved, for instance, by 

creating vectors like an audio fingerprint, or 

"Self-organizing Map (SOM)".  Quick 

summaries and comparisons of the top 17 

AR systems, as well as the many user needs 

and traits, round out this panorama.  Three 

user classes "industrial, professional, and 

general consumers" are considered by the 

writers. These classes, to varying degrees of 

research, need single sound outputs, full 

tracks, information about composers, 

musical genres and classes of sounds.  

Objectives can be varied: copyright 

protection; search for music based on tastes 

and styles; search for the works of a given 

artist; and identification of tracks, etc. 

B) The batch doodle: Approachable music 

composition with machine learning at 

scale 

We created the Bach Doodle, the first AI-

powered Google Doodle, to make music 

composition more approachable. It allows 

users to compose their own melody and has 

it harmonized in the style of Bach by a 

machine learning model called Coconet 

(Huang et al., 2017).  We created a 

simplified interface based on sheet music so 

that users could enter melodies.  We re-

implemented Coconet in TensorFlow.js 

(Smilkov et al., 2019) to run in the browser 

and decreased its runtime from 40s to 2s by 

utilizing fusing operations and dilated depth-

wise separable convolutions in order to offer 

an interactive experience at scale.  We also 

used post-training weight quantization to 

lower the model download size to about 

400KB. To ascertain whether the 

harmonization request should be handled 

locally or transmitted to distant TPU servers, 

we calibrated a speed test based on partial 

model assessment time.  People played with 
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the Bach Doodle for 350 years in three days, 

and Coconet received over 55 million 

requests.  We are sharing this work as part of 

a public dataset where users can choose to 

rate their compositions.  We believe that this 

dataset will be helpful to the community for 

a variety of applications, such as enhancing 

machine learning models, 

ethnomusicological research, and music 

education. 

C) Deep learning techniques for music 

generation A survey 

In this research, various approaches to 

producing musical material utilizing deep 

learning (deep artificial neural networks) are 

surveyed and analyzed.  For our analysis, we 

provide a technique based on five 

dimensions:  Goal: What kind of music is to 

be produced?  Melody, polyphony, 

counterpoint, and accompaniment are a few 

examples.  For what purpose and to what 

end?  to be played either by a machine (for 

an audio file) or by a human (for a musical 

score).  Representation: Which ideas need to 

be changed?  Waveform, spectrogram, note, 

chord, meter, and beat are a few examples. 

Which format should be used?  Text, piano 

roll, and MIDI are a few examples.  What 

encoding method will be used for the 

representation?  Scalar, one-hot, and many-

hot are some examples.  Architecture: Which 

deep neural network type or types are to be 

used?  Recurrent networks, feedforward 

networks, autoencoders, and generative 

adversarial networks are a few examples.  

Challenge: What are the restrictions and 

unresolved issues?  Variability, interactivity, 

and inventiveness are a few examples.  

Strategy: How can the generation process be 

modeled and managed?  Examples include 

input manipulation, sampling, iterative 

feedforward, and single-step feedforward. 

We perform a comparative study of several 

theories and methods for each dimension and 

suggest a preliminary multidimensional 

typology.  This bottom-up typology was 

developed by analyzing numerous deep 

learning-based music generating systems that 

have been developed and chosen from the 

pertinent literature.  The different choices of 

objective, representation, architecture, 

difficulty, and strategy are explained and 

illustrated using these systems.  There is 

considerable discussion and some prospects 

in the final portion. 

III. PROPOSED SYSTEM 

The overview of our proposed system is 

shown in the below figure. 
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Fig. 1: System Overview 

 

Implementation Modules 

User Login:  

• Using this module user can login to 

application and after login can train with 

SVM, LSTM and then classify music 

genre 

New User Signup Here:  

• This module allows users to register for 

the application and subsequently log in.  

Train SVM: 

• This module uses the MFCC technique to 

extract features from the dataset. The 

retrieved features are then trained using 

SVM, and a confusion matrix graph is 

used to calculate accuracy, average 

precision, AUC, and recall.  In this case, 

the extracted features dataset will be 

divided into train and test, with 20% 

going toward testing and 80% going 

toward training. 

Train Decision Tree: 

• This module uses the MFCC technique to 

extract features from the dataset. The 

retrieved features are then trained using a 

decision tree, and a confusion matrix 

graph is used to calculate accuracy, 

average precision, AUC, and recall.  In 

this case, the extracted features dataset 

will be divided into train and test, with 

20% going toward testing and 80% going 

toward training. 

Train LSTM: 

• This module uses the MFCC technique to 

extract features from the dataset. The 

retrieved features are then trained using 

LSTM, and a confusion matrix graph is 

used to calculate accuracy, average 

precision, AUC, and recall.  In this case, 

the extracted features dataset will be 

divided into train and test, with 20% 

going toward testing and 80% going 

toward training. 

Train Feed Forward Network:  

• Using this module we extract features 

from dataset using MFCC algorithm and 

this extracted features will get train with 

Feed Forward Neural Network and then 
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will calculate accuracy, average precision, 

AUC and recall with confusion matrix 

graph.  

• Here extracted features dataset will be 

split into train and test where 80% data 

used for training and 20% for testing 

Music Genre Classification: 

• With the help of this module, users can 

upload test audio files from the "test 

Music Files" folder, and LSTM will 

identify the genre of the music they have 

uploaded. 

IV. RESULTS 

 

Fig. 2: Home Page 

 

Fig. 3: Registration 

 

Fig. 4: Upload Music File 

 

Fig. 5: Music Genre Classification 

V. CONCLUSION 

The article presents a web application to 

discover music genres present in a song, 

along its timeline, based on a previous 

experimentation with different machine 

learning models. By identifying genres in 

each 10-second fragment, we can get an idea 

of how each model perceives each part of a 

song. Moreover, by presenting those data in 

a stacked area timeline graph, the application 

is also able to quickly show the behavior of 

the models, which at the same time, is an 

interesting way to detect undesired or rare 

predictions. We believe that this application 

could be a supporting tool for the traditional 
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evaluation metrics in MGC, especially when 

manual introspection of questionable results 

is required beyond classic performance 

metrics, such as average precision or AUC. 

There is no standard or formal method of 

dening genres, so it is difficult to establish a 

formal way to validate genre predictions, 

especially when attempting to compare them 

with categorizations from other sources, like 

online music platforms. For instance, 

Last.fm has a completely different set of tags 

that, in many cases, do not correspond or 

exist in the Audioset ontology. The 

application is also a prelude to a future user-

centered MGC tool where users can provide 

feedback regarding the accuracy of the 

predictions. To our knowledge, no visual 

tool offers this level of verification on genre 

classification results for various song 

fragments. 
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